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Visual Docking Against Bubble Noise With 3-D
Perception Using Dual-Eye Cameras

Khin Nwe Lwin, Naoki Mukada, Myo Myint, Daiki Yamada, Akira Yanou, Takayuki Matsuno, Kazuhiro Saitou,
Waichiro Godou, Tatsuya Sakamoto, and Mamoru Minami

Abstract�Recently, many studies have been performed world-
wide to extend the persistence of underwater operations by
autonomous underwater vehicles. Underwater battery recharging
technology is one of the solutions even though challenges still
remain. The docking function plays an important role not only
in battery recharging but also in other advanced applications,
such as intervention. Visual servoing in undersea environments
inevitably encounters dif�culties in recognizing the environment
when captured images are disturbed by noise. This study describes
the effective recognition performance and robustness against air
bubble disturbances in images captured by a real-time position
and orientation (pose) tracking and servoing system using
stereo vision for a visual-servoing-type underwater vehicle. The
recognition of the vehicle pose based on dynamic images captured
by dual video cameras was performed by a real-time multistep
genetic algorithm (RM-GA). In previous studies, the docking
performance was investigated under the condition that there
were no disturbances in the captured images that address image
degradation. In this paper, the robustness of the RM-GA against
air bubble disturbances was veri�ed through visual servoing and
docking experiments in a pool test to con�rm that the system can
continue to recognize the pose of the 3-D marker and can maintain
the desired pose by visual servoing. Then, the effectiveness of the
proposed system against real disturbances such as turbidity that
may degrade the visibility of the system in the sea was con�rmed
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by conducting the docking experiment in a real sea, having veri�ed
the practicality of the proposed method.

Index Terms�Air bubble noises, dual-eye cameras, genetic al-
gorithm (GA), underwater vehicle, visual servoing.

I. INTRODUCTION

ANUMBER of studies have examined control and guid-
ance systems for underwater vehicles [1]–[5]. Robust

vision-based target identification and homing using self-similar
landmarks, which enables robust target pose estimation using
a single camera, has been proposed [1]. The pose of an
autonomous underwater vehicle (AUV) measured using an
electromagnetic homing system has also been investigated
[2]. In [3], Girona 500 AUV was developed for inspection
and intervention tasks for the seafloor survey. In that work,
several sensors, such as sonar, GPS, pressure sensor, velocity,
fiber optic gyro, and plural video cameras, are used to localize
an object. But the cameras look at different targets, so these
approaches do not realize parallactic nature. In the approach of
[4], an autonomous docking system for intervention using sonar
and video camera system was developed. After performing
the docking operation, the manipulator turns valves. The
autonomous underwater manipulator for intervention mission
in the oceanic environment was developed by SAUVIM [5].

Recently, vision-based systems for underwater vehicles have
been studied for different applications [6]–[17]. Even though the
vision-based approach is restricted to short-range measurement,
and it degrades in the presence of turbidity and bubbles made
by waves, it has the potential for the detection of 3-D poses,
which is essentially necessary for docking a vehicle precisely.
Most studies on guidance techniques using cameras for hom-
ing or docking operations are based on monocular vision to
acquire the distance between a target and a vehicle [6], [7]. The
reliable pose estimation of underwater docking using a single
camera through a scene invariant approach was proposed in
[8]. However, the methodology in [8] is thought to be difficult
for real-time pose estimation, and it has not been applied to
docking. An autonomous underwater torpedo-type vehicle was
optically guided by lights mounted around the entrance of a
docking station using one camera in [9]. A docking method for
hovering-type AUVs using one camera based on both acoustic
and visual positioning was proposed in [10]. The merit of the
monocular camera is that the configuration is simple, and pro-
cessing time seems to be less than that of the multicameras unit.
The disadvantage is that the precision of distance measurement
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of the camera’s depth direction is not enough for applications in
which high homing accuracy is required.

To overcome the limitation of single-camera-based systems,
there are some studies using two cameras [11]–[17]. Binocular
vision was used in some of these studies to detect the posi-
tion of the vehicle and dock with a station [11]–[14]. In [11],
AUV docks autonomously into a funnel-shaped docking station
and then a vehicle-mounted manipulator performs several given
tasks. In spite of that, two cameras have been mounted on the
vehicle, one looking forward to estimate the panel pose and
the other pointing down to help the mounted manipulator con-
duct some tasks. In [12], even though two cameras were used,
one was facing downward and the other was looking forward
for the purpose of obstacle avoidance and docking. A vision
system for autonomous guidance using two cameras to track
separate artificial underwater landmarks was proposed in [13].
In another study, the vehicle position was estimated using two
cameras and a sonar system [14]. In that approach, the position
of the vehicle was calculated by combining data from Doppler
sonar and charge-coupled device (CCD) cameras, which does
not deal with the orientation for controlling the vehicle. In two
of the studies mentioned above [11], [12], “stereo vision” was
not used even though two cameras were used. On the other
hand, a concept of “stereo vision” that authors conceive creates
a method that has a 3-D space perception by having plural im-
ages of one target object, which enables the pose estimation to
exploit parallactic nature.

There are some studies using stereo vision for underwater
vehicle [15]–[17]. The merit of the stereo camera is that the
space recognition is superior to the monocular camera. A stereo
vision system for an underwater vehicle-manipulator system
consisting of two mobile cameras that can pan, tilt, and slide
independently to observe and measure the position of the target
object was proposed in [15]. The approach in [15] to obtain vi-
sual information, by actively rocking the cameras, has not been
used for real-time operations, such as docking. A vision sys-
tem for automated ship-hull inspection, based on computing the
necessary information for positioning, navigation, and mapping
of the hull from stereo images was proposed in [16] and [17].
How the inherent complexities faced by a monocular system are
resolved with binocular vision has been experimentally proved
in [17]. Even though stereo vision was used aiming for under-
water vehicle, the methodologies in [15]–[17] were not applied
in the docking test to prove the functionality and practicality of
their proposed methods.

Some studies have used a stereo vision technique for pose
estimation, although they have not been applied to underwa-
ter vehicles [18]–[21]. In [18], the pose estimation problem
in real time was solved using multiple cameras and the ex-
tended Kalman filter for a moving robot. The method in [18]
was based on epipolar geometry obtained from multiple views
projected to multiple cameras. A cloth recognition and handling
system for unique cloths using stereo vision that has tolerance
against different light conditions was proposed in [19]. In [20],
3-D evolutionary pose tracking using an eye-vergence function
was verified through frequency response experiments. In [21],
the 3-D pose of the object was estimated and tracked in real
time using a mono and stereo camera. The methodology in [21]

Fig. 1. Dual-eye visual servoing using 3-D marker and dual-eye cameras.

was not yet applied in underwater environment but applied to
robot set on the ground. Since the above-mentioned studies have
been applied on the ground, the robustness against unstructured
environment could not be concluded for a practical docking test
in the sea environment.

When a vehicle is used to explore an underwater environment
using visual information, a number of disturbances in images,
such as swirling mud from the bottom of the sea, fish, and
plankton, can cause difficulties in pose estimation. Therefore,
techniques are required for accurate recognition in water when
disturbances occur in vision. There are some studies on image
recognition with consideration of image degradation [22]–[25].
In [22] and [23], two cameras and three cameras, respec-
tively, are used to increase the image recognition robustness by
analyzing degradation factors in turbid water conditions. Several
image recognition approaches for underwater robots to recog-
nize a target object have been proposed in [24] and [25], where
a ray tracing method was used to measure the 3-D shape of
objects in consideration of refractive effects. In [25], noise was
eliminated from a moving image to divide objects in the image
into still backgrounds using an image processing technique. In
that approach, epipolar constraints were used to search for cor-
responding points from a pair of cameras to measure the pose
of the 3-D objects, which uses 2-D-to-3-D inverse reconstruc-
tion. The primary drawback of the inverse reconstruction is that
1) it is a problem to reconstruct 3-D pose from reduced informa-
tion in 2-D spaces, an ill-posed problem; and 2) it is the effect
of incorrectly mapping points in images, especially when im-
ages contain disturbances. The incorrect mapping causes pose
estimation errors.

To extend the persistence time of an underwater operation, the
dual-eyes vision-based docking approach avoiding the limita-
tions of the above-mentioned studies was proposed in previous
works [26]–[31], which have utilized a hovering-type remotely
operated vehicle (ROV), as shown in Fig. 1. A 3-D pose-tracking
system for docking using stereo vision was developed in [26]
and was verified as follows. First, the stability of the proposed
visual servoing regulation system was evaluated using abrupt
disturbances. Second, underwater docking can be completed by
switching between visual servoing and docking modes based on
the error threshold. In a previous study, a deep-sea docking simu-
lation experiment was conducted under a variable lighting envi-
ronment [27]. Moreover, docking experiments were conducted



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LWIN et al.: VISUAL DOCKING AGAINST BUBBLE NOISE WITH 3-D PERCEPTION USING DUAL-EYE CAMERAS 3

for undersea battery recharging application [28]. The 3-D-pose-
tracking problem for estimating the pose of a 3-D marker was
converted into an optimization problem, where the genetic al-
gorithm (GA) was selected and utilized as a real-time multistep
GA (RM-GA) for real-time pose estimation, since simple GA
helps shorten optimizing calculation time for real-time image
perception. In [29], the RM-GA performance was analyzed by
choosing the best parameters by an evolutionary process, and
the effectiveness of the RM-GA was evaluated by conducting an
automatic docking experiment in an indoor pool. Experiments
were conducted to verify the robustness of the proposed system
against physical disturbances in different situations [30]. The
turbidity tolerance of the proposed system was reported in [31],
where the performance of the 3-D pose estimation was con-
ducted under different turbidity levels in the pool to confirm the
effectiveness of the proposed system. However, simulation of
sea conditions in a pool is not enough to confirm the effective-
ness and practicality of the proposed system against different
disturbances. Therefore, in this study, the performance of the
RM-GA was confirmed by conducting docking experiments in
an environment disturbed by bubbles and in the sea with natural
turbidity.

The rest of this paper is organized as follows. Section II
presents the problem statement and contributions of this paper.
Section III describes the proposed system for an underwater
vehicle. The experimental results used to investigate the per-
formance of the proposed system are presented, analyzed, and
discussed in Section IV. Conclusions and areas for future re-
search are presented in Section V.

II. PROBLEM STATEMENT AND CONTRIBUTION

A. Problem Statement

The deformation of images may appear in the water column
at the bottom of the sea and also appear near the water surface
when inspecting the hull of a ship, so the deformation caused by
bubbles is a real obstacle for visual recognition in the sea. An
additional effect of the bubbles is that the bubble disturbance
induces upward fluid flow that affects the dynamical stability
of the vehicle. As a result, bubble disturbance has the dual
influences of degrading both image acquisition and dynamical
stability. Therefore, construction of stable pose tracking and the
stable control system in the presence of air bubble is important,
and it may help improve the practical abilities of the ROV or
AUV that could be useful in an actual sea environment. Then, the
effectiveness of the proposed dual-eye control system should be
evaluated from the viewpoints of practicality and functionality
in natural environments by conducting docking experiments in
the presence of turbidity in an actual sea.

B. Contribution

In previous works, the performance of the proposed system
to estimate the vehicle’s pose in real time was examined under
the condition that images were not disturbed. Image deforma-
tion and occlusion are noise that hinders visual feedback con-
trol. Therefore, it is worth examining the performance of visual

Fig. 2. Block diagram of dual-eye visual servo control system.

servoing in the presence of image degradation and occlusion.
The stability of a visual-servo-type underwater vehicle system
using a 3-D marker in the presence of air bubbles was investi-
gated in an indoor pool in [32]. However, the effectiveness of
the RM-GA when air bubbles disturbed pose estimation was
not discussed in detail. In [33], the regulation performance in
which the ROV maintains a desired pose with respect to a 3-D
marker, even in the presence of air bubbles in front of the cam-
eras, was evaluated. The 3-D pose-tracking performance was
then checked while the 3-D marker was moving with a periodic
surge motion having a sinusoidal position profile. Even though
the proposed system was verified under air bubble disturbances,
the docking performance against air bubble disturbances was not
tested. The effectiveness and practicality of the real-time 3-D
pose estimation system was not confirmed by conducting a sea
docking experiment in previous studies. The main contributions
of this paper are as follows.

1) Fitness distributions that RM-GA are needed to be opti-
mized were scrutinized to clarify why the proposed RM-
GA is tolerable against noise in images distorted by air
bubbles, which is described in Section IV-A. The system is
tolerable against noise because the pose-tracking problem
is converted into an optimization problem, which enables
the pose tracking to be independent of the height of the
correlation function peak, as long as the true pose has the
highest peak.

2) The tracking motion of the closed-loop dynamics of an
ROV with real-time pose feedback when the deformation
on the cameras images imposed by air bubbles was ex-
plored by analyzing the RM-GA’s behavior with and with-
out air bubble noise under different background sheet. The
stability of the proposed system was confirmed, presented
in Sections IV-B and IV-C.

3) The effectiveness of the proposed system was checked by
conducting the docking experiment in a pool and an actual
sea, described in Sections IV-D and IV-E.

III. PROPOSED SYSTEM

Fig. 2 shows a block diagram of dual-eye visual servoing for
an underwater vehicle (see right-hand side of Fig. 2). A series
of images are captured by dual-eye cameras mounted to the
underwater vehicle and are then sent to a PC (see left-hand side
of Fig. 2) through a cable. The relative pose of the vehicle is
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(a) (b)

Fig. 3. (a) Correct and incorrect mapping in 2-D-to-3-D space and (b) pairing
of points in 3-D-to-2-D projection.

estimated in real time by the RM-GA, which is implemented
in the PC. The estimated pose of the current condition of the
underwater vehicle is entered into the 3-D motion controller
as an input signal to adjust the thrust force of the robot. By
eliminating the error between the estimated pose and the desired
pose, the underwater vehicle is controlled to achieve a desired
pose with respect to a 3-D marker.

A. Three-Dimensional-Model-Based Matching Method Using
Dual-Eye Cameras and a 3-D Marker

The 3-D pose estimation method using dual-eye cameras and
a 3-D marker was introduced and explained in [36]. In this
section, the method is briefly discussed for the reader’s conve-
nience.

In conventional approaches for 3-D perception using plural
cameras, recognition of objects and their relative pose is imple-
mented by feature-based recognition using 2-D-to-3-D recon-
struction calculations, in which the reconstructed shape of the
3-D target object is determined from a set of points in differ-
ent images that are assumed to represent the same point on the
target object surface in 3-D space, generally using triangulation
and epipolar geometry. The main challenge in this type of ap-
proach is to ensure that points are correctly assigned to the same
point on a 3-D object. If a point in one image is incorrectly
mapped to a point in another image, the reconstructed point
in 3-D space does not represent the real 3-D object. Fig. 3(a)
shows the correct and incorrect reconstruction of a point through
2-D-to-3-D reconstruction, which has been recognized as an ill-
posed problem, since expanded information in 3-D space needs
to be reconstructed from degenerated image information in 2-D
space.

A pose estimation approach [36] based on 3-D-to-2-D model
projection was applied in this study because the forward pro-
jection from 3-D-to-2-D generates unique points in 2-D images
without any errors, as shown in Fig. 3(b), meaning that the issue
of incorrect mapping is avoided. With the 3-D-to-2-D approach,
3-D-model-based recognition was implemented in this study.

A 3-D-model-based matching method that uses the 3-D
marker to estimate its pose in real time using stereo vision

Fig. 4. Three-dimensional-model-based matching system with dual-eye cam-
eras, including concepts of 3-D-to-2-D projection and 2-D-to-3-D reconstruc-
tion.

was first proposed in [34] and extended in [35]. Fig. 4 shows the
3-D marker coordinate system �M , the ith model coordinate
system �M i , the left and right camera coordinate systems �CL

and �CR, and the left and right image coordinate systems �IL

and �IR. The origins of �M and �M i are the intersections of
the three lines perpendicular to the faces to which the spheres
are attached. The target is a 3-D marker that consists of three
spheres 40 mm in diameter and colored red, green, and blue. The
jth point on the ith model in 3-D space is projected onto the left
and right camera images correctly, and these positions are calcu-
lated by computer using a camera projection geometry. The solid
model of the real target object in space is projected naturally to
the dual-eye camera images, and the 3-D models—the poses of
which are given by an RM-GA gene—are projected from 3-D to
2-D. The correlation between the projected real 3-D marker and
the projected model is calculated in 2-D space. A correlation
function that considers the shape and color of the 3-D marker is
used as a fitness function in the RM-GA evolution process (as
described in detail in Section III-B). Multiple models that have
the same 3-D marker information (color, shape, and size) with
different poses are initially allocated randomly within the search
space and are projected from 3-D space to a 2-D image plane.
The projected models are then matched with the image captured
by dual-eye cameras, including the projected real target in 2-D
space. Finally, the best model with the maximum fitness value
is selected to represent the measured relative pose.

B. Fitness Function

After the models whose poses are defined by genes in the RM-
GA process are scattered in the 3-D search space, as shown in
Figs. 4 and 7(b), the degree to which the pose of the individual
3-D models overlaps with the real 3-D target in 3-D space is
evaluated in the 2-D space based on the correlation function
used as a fitness function in the RM-GA. Refer to [34] and [35]
for detailed descriptions of the derivation of a fitness function
from a correlation function. The fitness function evaluates the
correlation between an ith search model with its assumed pose
�i and the real 3-D marker in the left and right images. Note
that the gene representing the pose of the ith model is expressed
by �i . The intention of the designed fitness function is to have
a dominant peak at the true pose of the target. The construction
of the fitness function affects the optimum search performance
and influences the RM-GA’s convergence speed [29]. Fig. 5










































